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Abstract

The movement of fluid into, through, and out of the brain plays an important role in clearing metabolic waste. How-
ever, there is controversy regarding the mechanisms driving fluid movement in the fluid-filled paravascular spaces
(PVS), and whether the movement of metabolic waste in the brain extracellular space (ECS) is primarily driven by
diffusion or convection. The dilation of penetrating arterioles in the brain in response to increases in neural activity
(neurovascular coupling) is an attractive candidate for driving fluid circulation, as it drives deformation of the brain
tissue and of the PVS around arteries, resulting in fluid movement. We simulated the effects of vasodilation on fluid
movement into and out of the brain ECS using a novel poroelastic model of brain tissue. We found that arteriolar dila-
tions could drive convective flow through the ECS radially outward from the arteriole, and that this flow is sensitive to
the dynamics of the dilation. Simulations of sleep-like conditions, with larger vasodilations and increased extracellular
volume in the brain showed enhanced movement of fluid from the PVS into the ECS. Our simulations suggest that
both sensory-evoked and sleep-related arteriolar dilations can drive convective flow of cerebrospinal fluid not just in

the PVS, but also into the ECS through the PVS around arterioles.

Introduction

The circulation of cerebrospinal fluid (CSF) is thought
to play the important role of clearing harmful solutes
like amyloid-p from the brain [14, 21, 69, 118, 119]. The
accumulation of these solutes in the brain extracellular
spaces (ECS) has been linked to neurodegenerative dis-
eases like Alzheimer’s [44, 93] and cerebral amyloid angi-
opathy [123, 124]. The fluid-filled paravascular spaces
(PVS) surrounding arteries and arterioles in the brain
could provide a low resistance pathway for fluid and sol-
ute exchange between the CSF in the subarachnoid space
(SAS) and the interstitial fluid (ISF) in the ECS, thereby
playing a key role in the clearance of harmful metabo-
lites. Studies in mice have shown that dyes injected into
the cisterna magna or in the ventricles of the brain enter
the ECS of the cerebral cortex primarily along the PVS
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of arterioles, suggesting that the PVS is the preferred
pathway of solute exchange between CSF and ISF [54-56,
82]. However, the nature and drivers of solute transport
through the PVS remains controversial [1, 4, 50, 57, 60—
62, 78, 88, 101, 102]. While experimental data is key to
understanding the fluid flow in the brain as it is direct
physical evidence, there are certain inherent limitations
and artifacts to experimental approaches [79]. For exam-
ple, with the currently available fluid tracing methods,
fluid motion in the PVS and ECS has only been observed
under Ketamine/Xylazine anesthesia but not in the awake
state [78, 86], and the insertion of glass pipettes and nee-
dles etc. into the brain parenchyma can appreciably alter
the fluid flow in the brain [77]. In view of these limita-
tions, mathematical modeling can be a valuable auxiliary
tool in understanding the mechanisms driving fluid flow
and solute transport through the PVS.

Several mathematical models have attempted to under-
stand the nature and drivers of fluid and solute transport
through the PVS [3, 4, 10, 23, 50, 61, 62, 73, 92, 106, 116].
However, the majority of published models of transport
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through the PVS have only simulated the fluid dynam-
ics in the PVS in isolation [4, 10, 116]. These models only
simulate fluid flow due to volume changes in the PVS that
are directly driven by the movement the arteriolar walls
(green region in Fig. 1a). However, the effect of pressure
changes in the PVS on the deformation of the surround-
ing ultrasoft brain tissue [16] is almost never taken into
account, thereby ignoring the feedback effect that volume
and shape changes of the PVS has on the very geometry
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within which fluid flow occurs. In recent work [61], we
addressed this limitation by using fluid—structure inter-
action models to simulate the effect of brain elasticity
on fluid exchange between the PVS and the SAS (pink
region in Fig. 1a). The fluid—structure interaction models
we used assumed that only one phase (fluid or solid) was
present in the spatial domain said phase occupied. That
is, the elastic response of the connective tissue in the
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Fig. 1 Schematic showing the working of a poroelastic model of the PVS, SAS and the brain tissue. a. Flowchart showing the full range of physics
at play between the PVS, SAS, brain tissue, and the ECS that can be simulated by a poroelastic model. The field in green represents the physics
that traditional fluid dynamic models capture (cf. [4]. The field light purple (which contains the field in green) represents the physics captured by
traditional fluid—structure interaction models (cf. [61]). The model presented in this paper extends the physics captured within the light purple field
to also include the physics represented by the arrows outside said field. b. The advantages of using a poroelastic model over a traditional fluid—
structure interaction model. In our previous fluid—structure interaction model we only simulated the fluid phase in the PVS and the SAS (shown by
black dots). By contrast, with a poroelastic model we can also simulate the elasticity of the connective tissue and, more importantly, the fluid flow
and transport through the ECS. These differences mean that a poroelastic model can simulate fluid exchange between the brain parenchyma and
other fluid spaces along with the force exchange that can be simulated by a fluid—structure interaction model
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fluid-filled spaces (SAS and PVS) and the fluid flow in the
ECS were not simulated.

In this study, we improve on our previous modeling
of transport through the PVS and brain by using 3D
poroelastic models. Poroelastic models based on mix-
ture theory [12, 20, 13] can simultaneously simulate the
solid and fluid phases in the same spatial domain, and
the interactions between them. Using poroelastic mod-
els, simulations can be made of the volume changes of
the PVS due to arteriolar wall movements and the result-
ing pressure changes in the PVS, which can drive fluid
exchange between the PVS and the SAS or the ECS, and
deform the brain tissue. Moreover, the poroelastic mod-
els can capture fluid exchange between the ECS and the
SAS (Fig. 1a). Another way of thinking about the advan-
tage of using a poroelastic model over a traditional fluid—
structure interaction model is that while fluid—structure
interaction models can only simulate the force transfer
between the fluid filled regions (the SAS and the PVS)
and the brain parenchyma, poroelastic models can addi-
tionally simulate the fluid-mass transfer between the
fluid-filled regions and the brain parenchyma (Fig. 1b).
To the best of our knowledge, the only published model
simulating flow through the PVS and the ECS simultane-
ously while accounting for the deformation of the brain
tissue is by Romano et al., [90]. These authors considered
an axisymmetric model of the PVS in which flow is stud-
ied with a hierarchical expansion of the equations from
lubrication theory. While deformability of the brain tis-
sue was accounted by way of a linear elastic model, flow
in the brain was not modeled using a nonlinear poroelas-
ticity as we have done in this study. Another, and perhaps
more important, difference between our study and that
by Romano et al. [90], is the scale of the physical domain
that is considered. Romano et al. [90] consider a range of
values for the reference PVS length the possibilty of flow
along the entirety of the vascular tree, we have chosen to
limit our analysis to the characteristic length of arterioles
before they branch into capillaries. Our choice is consist-
ent with that of our previous studies [61, 62]. Our choice
is based, first and foremost, on our experience in the lab
in that even under isoflurane anesthesia, no measurable
pulsation of penetrating arterioles was observed [61].
This consideration is in addition to the fact that there is
considerable uncertainty on the actual anatomy of the
PVS, which is not a settled element of the glymphatic
system hypothesis. This said, the fundamental novelty of
this study is that we consider an alternative mechanism
to peristalsis as the driver of flow through the PVS and
into the ECS, as we discuss next.

Using 3D poroelastic models, we considered two
modes of solute transport through the PVS: disper-
sion and convection. Dispersion could improve solute
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transport over diffusion by oscillatory fluid exchange
between the PVS and the SAS or the PVS and the ECS,
while convection can drive directional fluid and solute
transport from the SAS to the ECS, via the PVS. Several
published models of transport through the PVS suggest
that dispersion is the main mechanism of solute trans-
port through the PVS [4, 61, 73]. Dispersion-based sol-
ute transport is theoretically possible by any oscillatory
movement of the arteriolar walls, like heartbeat-driven
pulsations, intrinsic vasomotion of arteries [22, 120] and
vasodilation due to increased neural activity, which have
all been proposed as possible drivers of CSF flow [7, 49,
78, 112]. However, while some fluid dynamic calculations
suggest the possibility of appreciable enhancement of sol-
ute transport through dispersion [63], others suggest that
dispersion with purely oscillatory flow would be a very
ineffective means of solute transport in the PVS and con-
vection (even with low mean fluid velocities, of the order
of 0.1 pm/s) would result in faster solute transport [109].
Therefore, in this study, we focus on solving the simpler
problem of convective fluid flow from the PVS to the ECS
and the possible drivers of this convective flow, and leave
the implications on dispersive transport to future studies.

In this study, we demonstrate the possibility of con-
vective transport through the PVS driven by a combina-
tion of the non-linear flow response of the fluid spaces
in the brain and asymmetry in the waveform of arterial
wall motions. The possibility of directional fluid flow
through the PVS has been previously explored through
mathematical models and numerical simulations [4, 10,
23, 62, 92, 116]. However, most of the published models
only considered the peristaltic motion of arteries driven
by heartbeat pulsations as the possible driver of convec-
tional transport. While it is theoretically possible to drive
directional CSF flow by peristaltic pumping [10, 116],
models using realistic dimensions and boundary con-
ditions representing the anatomy of the PVS [4, 23, 62]
suggest that heartbeat-driven pulsations of arteries drive
mostly oscillatory flow in the mouse brain with negligible
directional fluid flow. To the best of our knowledge, this
study is the first to consider an alternative mechanism
to peristalsis for driving convective transport through
the PVS. Although the driving force in peristaltic pump-
ing and the mechanism presented in this study is the
movement of walls of the channel, the mechanism that
leads to directional fluid movement is very different. In
peristaltic pumping, a net directional fluid movement is
achieved through the directionality in the flow resistance
of a channel, which is only possible by a travelling wave
of wall movements. In the mechanism proposed here, the
directional fluid movement is achieved by the non-linear
transient and asymmetric flow resistance of the porous
spaces that surround arteries, which does not require a
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traveling wave of arterial wall motion. Previous studies
have considered alternative mechanisms like differential
reflection of the peristaltic wave in different layers of the
arteriolar wall [19], directional resistors [95] and direc-
tional permeability [25] for the directional fluid move-
ment in the fluid-filled basement membrane of arteries
(perivascular spaces) but not for the PVS between the
arterial wall and the astrocytic endfeet.

The role of arterial dilations and subsequent return to
baseline during functional hyperemia in driving fluid and
solute transport through the PVS will be the major focus
of this study. Functional hyperemia [53] is the dilation of
arteries and arterioles in the brain in regions of increased
neural activity, potentially driven by a subset of neurons.
Though it is often stated that functional hyperemia is
required to match the brain’s energetic demands [67], this
is not the case, and the underlying physiological purpose
of functional hyperemia remains unclear. The hypothesis
that functional hyperemia drives PVS solute transport
has received some attention recently, with support from
both experiments [49, 112] and theoretical models [61].
Using our 3D poroelastic models, we tried to understand
how different characteristics of functional hyperemia
affect transport through the PVS. Our models showed
that the temporal characteristics of functional hypere-
mia, which usually consist of a rapid dilation of arterioles
(reaching the peak dilation within two seconds) followed
by a slower return to resting diameter over several sec-
onds [29, 41, 45, 100] could drive convective fluid flow.
The models also showed that hyperemia during sleep,
which has arteriolar dilations several times larger than
those during the awake state [9, 111], combined with the
increased extracellular volume in the brain [122] could
explain the larger solute transport in the brain paren-
chyma observed during sleep [42, 122]. The models also
suggest that the low frequency oscillations in vessel dila-
tion during neural activity and sleep play a major role in
transport through the PVS.

Model assumptions

The geometry of the model was created to represent
the anatomy of a single penetrating arteriole in the
mouse cortex, while keeping the shape relatively sim-
ple. The dimensions of the model geometry are shown
in Fig. 2a. The entire geometry had a size of (x x y x z)
80 um x 200 pm x 200 wm, with the z direction being
perpendicular to the pial surface. The model was com-
posed of two domains, one representing the fluid-filled
SAS and the PVS (translucent blue in Fig. 2a) and the
other representing the poroelastic brain tissue (pink in
Fig. 2a). To keep the geometry simple, the model simu-
lated a segment of the brain from the cortical surface to
150 wm in depth (z direction), below which arterioles

Page 4 of 24

usually branch out into smaller arterioles or capillaries
[11, 38, 51]. The dimensions of the geometry in the x and
y directions were chosen to represent half of the typical
separation between arterioles in the cortex [2, 38, 84, 97].
The SAS of the model had a nominal width of 50 um [17,
18]. The part of the geometry representing the SAS and
the PVS was built with a cavity representing an arteri-
ole penetrating into the brain. The segment of the arte-
riole passing through the SAS had a diameter of 20 pm
[26, 96], with its long axis along the y-axis of the model.
The arteriole was assumed to penetrate into the brain
tissue along the z-axis, with its diameter tapering down
to 15 wm at 150 wm below the brain surface of the brain.
The PVS surrounding the arteriole was assumed to be an
annular region with a width of 8 um near the surface of
the brain and 5.5 um at 150 wm below the brain surface.
The dimensions of the PVS were taken from experimen-
tally-determined values from published imaging data [54,
78, 91]. For the geometry of the PVS, a relatively simple
annular shape was chosen instead of a more realistic
eccentric and elliptical annular shape [81] to avoid fur-
ther complicating the model by increasing the number of
unknown parameters (like eccentricity), or by adding a
cumbersome boundary condition at the common inter-
face of the arteriole, the PVS, and the brain tissue. All the
sharp corners in the model geometry were smoothened
by using a circular fillet. The geometry was sliced in half
at the yz plane (x = 0) to reduce the size of the calcula-
tions using symmetry boundary conditions (see the sec-
tion on boundary conditions in Methods). The model was
oriented so that the origin (0, 0, 0) was on the axis of the
vessel and at the bottom surface of the brain parenchyma.
A tetrahedral mesh was created for the half section with
elements of thickness 2 um at the surfaces representing
the arteriolar wall, the skull and the interface between the
fluid-filled spaces and the brain tissue. The mesh size was
gradually increased to 10 um (Fig. 2b).

The constitutive models and the model parameters
were chosen to capture the experimentally determined
mechanics of the brain tissue and the surrounding fluid
spaces. We use the superscript Lto represent the parame-
ters in the fluid-filled spaces, and 2 to represent the
parameters in the brain tissue. An incompressible Darcy-
Brinkman model was used for fluid flow through porous
spaces, with a mass density (,0;) of 1000 kg/m? and vis-
cosity (uy) of 0.001 Pas [104, 125]. The fluid permeability
(we use the term permeability to designate the Darcy
permeability, cf., e.g., [116]), ksz, of the brain tissue was
assumed to be 2 x 107°m? (corresponding to values of
hydraulic conductivity ks2 /g of 2x 1072m?/(Pas)
or 2 X 10_9cm4/(dyr1 s)) based on experimental meas-
urements [83, 103]. The permeability of the PVS, ks1
for z < 130 wm, was chosen to be 2 x 10714m?2, 10 times
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Fig. 2 Geometry, boundary conditions and discretization of the model. a. The geometry of the model showing the two domains, with the
dimensions and boundary conditions. Solid displacement and fluid velocity were prescribed at the red- and cream-colored surfaces. Pressure-like
tractions were prescribed on the green- and blue-colored surfaces. Flow resistance (Robin) boundary conditions were prescribed on the
purple-colored surface. Symmetry boundary conditions were prescribed on all other surfaces. b. Tetrahedral mesh used for the finite element
model. A fine mesh, with elements of 2 um were used near the regions where no-slip boundary conditions were prescribed and at the interface
between the two domains. The mesh size was gradually increased to 10 pm. ¢ The fluid flow in the SAS at the baseline state, which is a result of the
pressure difference applied across the ends (green- and blue-colored surfaces in a)
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higher than that of the ECS. The SAS in the model is
meant to represent a combination of the open (com-
pletely fluid-filled and not porous) PVS of surface arteri-
oles [78, 81] and the porous SAS, and therefore, a higher
permeability, k! for z > 150 um, of 2 x 107 2m? was
used for the SAS. The permeability in the fluid-filled
domain for 130 um < z < 150 um was transitioned using
a function with continuous first and second derivatives
(step function in COMSOL Multiphysics). The brain tis-
sue fluid volume fraction {1%( was set to 0.2 to represent

the 20% of the brain volume occupied by the extracellular
fluid, which is in the range of values measured with 2D
and 3D electron microscopy without chemical fixation
[50, 65], as well as measurements with real-time ionto-
phoresis [122]. For the fluid-filled spaces, a higher fluid
volume fraction {éf of 0.8 was used. An incompressible

neo-Hookean model was used for the solid phase. A
shear modulus 112 of 2 kPa [15, 80, 117] was used for the
brain tissue and a small shear modulus ! of 20 Pa was
used in the fluid-filled domain to represent the connec-
tive tissue in the fluid-filled spaces. A mass density of
1000 kg/m3 was used for the solid phase [5]. In almost all
simulations, a 20% dilation of arteriolar diameter was
imposed with the temporal dynamics of the vasodilatory
response to a brief (1-2 s long) increase in neural activity
[32, 61, 111].

The boundary conditions for the model were chosen
to represent a segment of the cerebral cortex in an active
region of the brain, i.e., a section of the cortex contain-
ing a dilating arteriole surrounded by other arterioles
dilating with similar dynamics. This choice of bound-
ary conditions (depicted in Fig. 2a) is apt for simulating
both sleep and awake states, where arteries within a few
square millimeter patch will dilate [111, 126, 127] simul-
taneously. The arteriolar wall motion was simulated by
the radially outward solid displacement at the surface
of the cavity representing the penetrating arteriole (red
surface in Fig. 2a), and no-slip boundary conditions were
used for the fluid. A small pressure difference was applied
across the ends of the SAS in the form of traction forces
on the fluid phases (Pp = 0mmHg on the blue surface
and P; = 0.0l mmHg on the green surface in Fig. 2a),
to simulate the flow driven by the secretion of CSF (and
possibly by arterial pulsations). The value of P; was cho-
sen to achieve a maximum flow velocity of 20 um/s
around arterioles on the surface of the brain [7, 78], when
the arteriole is at the baseline diameter (Fig. 2c). The bot-
tom surface of the PVS (z = 0) was assumed to be con-
nected to the brain parenchyma and the PVS of smaller
arterioles and therefore a flow resistance with a value of
10 times the flow resistance of the PVS was used (purple
surface in Fig. 2a). This resistance was assumed to rep-
resent the flow resistance of all the pathways that fluid
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can flow through before re-entering the SAS, and there-
fore zero pressure was assumed beyond the resistor. Our
assumed resistance of 10 times the PVS flow resistance is
within the values used in the literature, namely between
the values of zero flow resistance [4] and a capillary wall
resistance of nearly 100 times the flow resistance of the
PVS [113]. A zero-displacement condition for the solid
phase and a no-slip boundary condition for the fluid
phase were implemented on the top surface of the SAS
(z = 200 wm), which represents the skull-fixed dura. On
all other free surfaces of the model, the solid displace-
ment and fluid flow perpendicular to the surface were set
to zero. For the yz-plane (x = 0), this boundary condition
reflects the symmetry assumption, while for the surfaces
atx = 80 um, y = —100 pm and y = 100 pm the bound-
ary condition reflects the assumption that the domains
represented in the model are surrounded by similar
structures experiencing similar arteriolar dilation. At the
bottom surface of the brain tissue (z = 0), the condition
of no fluid flow perpendicular to the surface was deemed
more apt than a flow resistance boundary condition, as
the latter would set a spatially uniform, flow-depend-
ent traction across the whole surface. At the interface
between the two domains, mass and momentum conti-
nuity were maintained by special boundary conditions,
usually referred to as jump conditions (see interface con-
ditions in “Methods”).

Results

Functional hyperemia can drive directional fluid flow
through the PVS

We first examined the possibility of convective transport
through the PVS driven by functional hyperemia and the
factors contributing to this type of transport. Specifi-
cally, we quantified the contribution of the waveform of
functional hyperemia to directional fluid flow through
the PVS. To do this, we compared two modes of vasodi-
lation, temporally symmetric and temporally asymmetric
vasodilations. For symmetric vasodilation, the tempo-
ral waveform of arteriolar wall displacement resembles
a Gaussian pulse, and the negative radial velocity of the
arteriolar wall during the contraction of the vessel is
equal and opposite to the positive radial velocity during
dilation (Fig. 3a top). For the case of asymmetric dilation,
the waveform of arteriolar wall displacement resembles
that seen in functional hyperemia [27], with a sharper
increase of vessel diameter at the beginning of the event,
followed by a slow return to baseline (Fig. 3a bottom). In
this case, the peak magnitude of the negative radial veloc-
ity of the arteriolar wall is roughly half the value of peak
positive radial velocity. To quantify the convective flow
driven by arteriolar dilation, we defined two time-aver-
aged Peclet numbers (see "Methods", Peclet numbers),
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Fig. 3 The asymmetric waveform of functional hyperemia can drive net directional fluid flow through the PVS. a The radially outward displacement
(blue) and velocity (green) of the arteriolar wall for the case of symmetric dilation (top) and asymmetric dilation (bottom). b The time averaged
radial Peclet numbers at the PVS-ECS interface as a result of symmetric (top) and (asymmetric) vasodilation. ¢ The pressure and relative fluid velocity
in the PVS and the ECS at the times of maximum radially outward and inward arteriolar wall velocity for symmetric (top) and asymmetric (bottom)
dilation. The colors show the pressure value in mmHg and the arrows show the magnitude and direction of relative fluid flow. By comparing the
ratio of the maximum relative velocity in the PVS and SAS, it can be seen with asymmetric vasodilation more fluid enters the ECS through the PVS

averaged over 10 s of simulation. The axial Peclet number,
Pe,, was defined based on the time-averaged relative fluid
velocity (i.e., relative to the solid) through the bottom
face of the PVS, and represents directional pumping by
arteriolar wall motions in the traditional sense, similar to
peristaltic pumping. The radial Peclet number, Pe,, was
defined based on the time-averaged radial component
of the relative fluid velocity at the interface of the PVS
and the brain tissue, and represents directional fluid flow
into the ECS due to asymmetries in the flow resistances
of the SAS-PVS-ECS system. It is important to acknowl-
edge that the use of Peclet numbers in the current con-
text is unconventional from a fluid dynamics perspective
because the proposed Peclet numbers do not (in fact,
cannot) arise from a nondimensionalization of our equa-
tions of motion. As such, these Peclet numbers are not
flow indices (see “Methods”, Nondimensional numbers).
Rather, they are meant to provide a way, if imperfect, to
compare the convective flow we predict with a putative
diffusion process, as we had already done in our previ-
ous work [61, 62]. For this putative process we select the
diffusion coefficient of amyloid-p (D,g, see Table 1) and
a characteristic length of 150 pm meant to represent the

distance that a metabolite would have to traverse to go
from an arterial to a venous PVS.

Arteriolar dilation with an asymmetric waveform
resulted in appreciable radially outward fluid flow into
the ECS through the PVS, while neither waveform
resulted in directional fluid flow in the axial direction.
The time-averaged radial Peclet numbers at the inter-
face between the brain tissue and the PVS are shown
in Fig. 3b. For the symmetric dilation waveform, the
maximum time-averaged radial Peclet number was 1.11
(Fig. 3b, top), while for the asymmetric waveform, the
maximum time-averaged radial Peclet number was 2.07
(Fig. 3b, top). The time-averaged axial Peclet number
for the symmetric waveform was 0.0003 and asymmet-
ric waveform was 0.0012. The axial Peclet number was
calculated at the bottom surface (z = 0) to distinguish
purely axial flow in the PVS from any fluid exchange
between the ECS and the PVS. The low axial Peclet num-
ber does not preclude axial flow in the ECS or in the parts
of the PVS closer to the surface. In fact, directional axial
flow in the PVS close to the cortical surface is necessary
for directional radial flow into the ECS. The low axial
Peclet number might be a result of using a standing-wave
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Table 1 Model parameters

Parameter Value Unit Description Sources
of 1000 kg/m?3 Fluid true density [104,125]
P 1000 kg/m?3 Solid true density [5]

f 0.001 Pas Fluid dynamic viscosity [104, 125]
;é 02 Fluid volume fraction in tissue [50, 65, 122]
;F;f 0.8 Fluid volume fraction in PVS

k? 2x 1071 m2 Fluid permeability of ECS [83,103]

13 2x 107 m?2 Fluid permeability of PVS

w? 2 kPa Shear Modulus of brain tissue [15,80,117]
wl 20 Pa Shear modulus of connective tissue

Ro 10 wm Nominal vessel radius [26, 96]

Dap 14 % 1070 cm?/s Diffusion coefficient of amyloid-( [74,110]

A 1.6 Tortuosity of ECS [105]

dilation in our simulations rather than a traveling-wave
dilation, although previously published mathematical
models that used realistic dimensions of the PVS [4, 23,
62] suggest that traveling-wave dilations cannot drive
directional fluid flow through the PVS alone. The direc-
tional fluid flow through the PVS and into to the ECS can
also be inferred from the difference in the time-averaged
axial flow velocity and Reynolds numbers in the PVS near
the surface of the brain (z = 150 wm) and the bottom
surface of the model (z =0). For the symmetric wave
form, the time-averaged value of the axial flow velocity at
the brain surface and bottom surface are — 2.17 pm/s and
— 2.37 E—04 pum/s respectively, with Reynolds numbers
of — 1.73E-05 and — 1.90E—09. For the asymmetric wave
form, the time-averaged value of the axial flow velocity
at the brain surface and bottom surface are — 4.52 pm/s
and — 6.11 E—03 pum/s respectively, with Reynolds num-
bers of — 3.62E—05 and — 4.89E—08. The negative values
of the fluid velocity and the Reynolds number indicate
flow into the PVS, in the negative z-direction. The rea-
son for more pronounced radially outward pumping
from the asymmetric dilation compared to symmetric
dilation is a result of the relative fluid velocity in the ECS
during arteriolar dilation and contraction, and the ratio
of the relative fluid velocities in the PVS to those in the
ECS (Fig. 3c). In Fig. 3c, the arrows show the direction
and magnitude of the relative fluid velocity in both the
domains at the times of peak outward and inward veloc-
ity of the arteriolar wall. The ratio of the maximum veloc-
ity magnitudes (vfe‘l/s / vfgs in Fig. 3c) in the PVS and ECS
indicate the ratio of fluid in the PVS being exchanged
with the SAS and the ECS, respectively. For the case of
symmetric dilation, this ratio of maximum velocity mag-
nitudes is similar during dilation and contraction of the
vessel, indicating that roughly the same amount of fluid

leaving the PVS through the ECS returns into the PVS
through the ECS. For the case of asymmetric dilation, the
ratio of maximum velocity during contraction is nearly
twice the ratio during dilation, indicating that during the
slow contraction of the vessel, only a fraction of the fluid
leaving the PVS through the ECS returns through the
same path. Therefore, for each dilation and contraction
there is a larger net directional flow from the SAS into
the ECS through the PVS for the asymmetric dilation
waveform compared to the symmetric dilation.

Note that the arrows plotted in Fig. 3c showing the rel-
ative fluid velocity are an indication of how far fluid trav-
els in the PVS and the ECS, but not an indication of the
amount of fluid entering or exiting the SAS. The amount
of fluid moving can be better understood by examining
the filtration velocities (Additional file 1: Fig. S2). Filtra-
tion velocity is the relative fluid velocity multiplied the
fluid volume fraction (see Eq. in “Methods”), and is an
indicator of the amount of fluid flow relative to the solid
phase. The conservation of fluid-mass dictates that the
fluid flowing through the interface between the ECS and
the PVS needs to be conserved, which is why the compo-
nent of filtration velocity perpendicular to the interface
between the two domains remains continuous in Addi-
tional file 1: Fig. S2. The lower fluid volume fraction in
the ECS means that for the same flowrate to be main-
tained, the fluid velocity in the ECS needs to be higher
than the fluid velocity in the PVS. This is reflected in the
higher magnitude relative fluid velocity in the ECS com-
pared to the relative fluid velocity in the PVS, in Fig. 3c.

The fluid velocities in the PVS and the ECS seen in
the model are a result of the difference in the response
of poroelastic mixtures to volume and pressure changes.
When an incompressible poroelastic mixture is subject
to transient changes in the bounding volume of the solid
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skeleton, the fluid flow response is approximately linear
with the volume changes, and the fluid flow rate closely
follows the volume changes. However, when the mixture
is subject to transient pressure changes, the fluid flow
response is highly non-linear with respect to the pres-
sure, and the fluid flow rate changes “lag” behind the
pressure changes. To demonstrate this phenomenon, we
created a simple 2D poroelastic model (Additional file 1:
Fig. S1) of a square block of length 150 pm. The top and
bottom edges of the square are subject to zero solid dis-
placement in the vertical direction and no-slip boundary
conditions for the fluid. At the right end, the horizon-
tal solid displacement is set to zero, while no traction
is applied on the fluid phase. When a Gaussian pulse of
displacement (along with no-slip boundary condition) is
applied at the left end, the fluid flowrate at the right end
follows the applied wall velocity (derivative of the dis-
placement) waveform. In contrast, when a pressure-like
traction is applied on the left end (on both solid and lig-
uid phases), there is a clear lag between the fluid flowrate
at the right end the pressure waveform. This kind of lag
between applied pressure changes and the flow response
of poroelastic solids has been observed in soils [94, 121].
When the arteriole dilates in our model, the fluid-filled
domain is subject to volume changes, while the domain
representing the parenchymal tissue is subject to pres-
sure changes due to the volume changes in the fluid-filled
domain. Therefore, while the PVS fluid outflow during
arteriolar dilation occurs through both the SAS and the
ECS, the PVS fluid inflow during the arteriolar contrac-
tion that follows dilation occurs more from the SAS,
because the flow response through the ECS is lagging.
This difference between the inflow and outflow pathways
for PVS fluid is further enhanced with the asymmetric
waveform, because the faster dilation drives larger pres-
sure changes in the PVS, compared to the slower con-
traction that follows dilation.

The brain tissue deforms in the poroelastic model due
to pressure changes in the PVS (Additional file 1: Fig.
S3). This deformation of the brain tissue was also pre-
dicted by our fluid—structure interaction model and
demonstrated by our in-vivo imaging data [61]. The radi-
ally outward displacement of the brain tissue relative to
the displacement of the arteriolar wall in the 3D poroe-
lastic model (Additional file 1: Fig. S3b, c) was smaller
than the displacement predicted by the fluid—structure
interaction model. There are two main reasons for this.
First, the pressure in the PVS in the poroelastic model
acts on both fluid and solid phases and drives fluid flow,
unlike the fluid—structure interaction model where all
the pressure is driving the deformation of the brain tis-
sue. Second, the width of the PVS in this poroelastic
model was in the higher range of possible values, while
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in our fluid-structure interaction model [61] the width
of the PVS was in the lower range of possible values, and
therefore, because of the larger cross-sectional area of the
PVS, for the same volume of fluid displaced by the arte-
riolar dilation, the fluid velocities and the resulting pres-
sure changes in this poroelastic model are smaller than
those in the fluid—structure interaction model. In the
poroelastic model, there was also a displacement of the
brain tissue in the z-direction (towards the surface) dur-
ing arteriolar dilation (Additional file 1: Fig. S3d, e). The
displacement in the vertical direction was because of an
“expansion” of the brain tissue when fluid from the PVS
entered the ECS.

Functional hyperemia can drive fluid penetration

into the brain

A common method for experimentally visualizing fluid
movement into the brain is to inject tracers (either a fluo-
rescent dye or particles) into the “large” CSF chambers in
the cranial space (cisterna magna or the ventricles) and
observe their movement [49, 54, 70, 77]. To connect the
results of the simulations to experimental observations
we modeled the fluid movement driven by arteriolar dila-
tion by adding fluid particle tracking to the poroelastic
simulations. However, there is a key difference between
the movement of the particles that we are simulating
here and the movement of physical tracers. These simu-
lated particles are merely passive tracers and do not have
physical properties of their own. The simulated particles
do not diffuse and have the same mobility as water, irre-
spective of the fluid volume and tortuosity changes in the
PVS and the brain, unlike real tracers. The size of the par-
ticles in the figures do not correspond to the “real” size
of the particles, they are for visualization purposes only.
Diffusion equations were not added to the model to pre-
vent further complicating the model. The physics at play
is purely that of the computed fluid flow in the poroelas-
tic mixture.

We started the particle tracking simulations with 243
equally spaced fluid particles (27 rings of 9 particles) in
the PVS (Fig. 4a). The fluid particle motion was simulated
for models with either symmetric or asymmetric vasodi-
lation (Fig. 4b). These simulations had a duration of 60 s,
with one vasodilation event occurred once every 10 s. At
any given time in the simulation, the fluid particles were
classified to be in the PVS, ECS or SAS based on their
position. Area plots showing this distribution of particles
(Fig. 4¢), and 3D lines showing the particle trajectories
for 60 s were plotted (Fig. 4d) to visualize and understand
the physics of fluid motion through the fluid spaces sur-
rounding a dilating arteriole.

The particle tracking simulations showed that the
asymmetric waveform of functional hyperemia can drive
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appreciable fluid penetration into the ECS, with nearly
three times (26.75%) the fluid particles moving from the
PVS to the ECS compared to vasodilation with a sym-
metric waveform (9%) (Fig. 4c) over the same amount
of time. The models suggest that for a symmetric wave-
form, only PVS fluid close to the surface of the brain
penetrates into ECS, while for the asymmetric waveform
the PVS fluid deeper in the brain penetrates into the ECS
(Fig. 4d). Moreover, the radial distance to which the fluid
penetrates into the brain is larger for asymmetric dilation
compared to symmetric dilation. The particle tracking
simulations show that the PVS fluid that moves into the
SAS is the same for symmetric and asymmetric dilation,
which is expected, as the fluid velocity during dilation is
same for both cases (Fig. 3¢, left). Note that while the net
flow of fluid is from the PVS into the ECS, there are times
where the flow reverses.

The PVS fluid penetration into the ECS is not an arti-
fact of the directional fluid flow imposed through the
pressure difference across the two ends of the SAS
(Fig. 2a). To verify this, we repeated the particle simula-
tions with models where the pressure difference imposed
across the ends of the SAS was 1/10th of the value used
in the rest of the models, which resulted in a baseline

flow peak relative fluid velocity of 2 um/s in the SAS.
Even in the case of reduced baseline fluid flow in the SAS,
the time-averaged radial Peclet number (Additional file 1:
Fig. S4a), PVS fluid position (Additional file 1: Fig. S4b)
and PVS fluid trajectories (Additional file 1: Fig. S4c)
were essentially unchanged, suggesting that the tempo-
rally asymmetric waveform of functional hyperemia can
drive directional fluid flow from the PVS to the ECS. The
maximum time-averaged radial Peclet number for the
model with smaller pressure difference applied across
the SAS was 1.93. This result was expected because
the pressure difference applied across the SAS drives
very little flow through the PVS. Near the brain surface
(z =150 um), the values of time-averaged fluid veloc-
ity in the z-direction with 0.01 mmHg and 0.001 mmHg
pressure differences across the SAS were —4.523 pm/s
and —4.650 Lm/s, respectively, with a peak difference of
0.133 wm/s (Additional file 1: Fig. S4e).

Sleep can enhance fluid penetration into the brain

An attractive hypothesis for the physiological purpose
of sleep is to remove waste from the brain [58, 66, 122],
as neurodegeneration is often preceded by sleep dis-
ruptions [71, 72]. Enhanced CSF movement has been
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observed during slow-wave (non-rapid eye movement)
sleep in the brain of mice [122] and humans [35]. Large
oscillations of cerebral blood volume (CBV) [9, 111] and
increased extracellular volume [122], which also occur
during sleep, have been proposed as the possible mecha-
nisms for driving increased CSF movement during sleep.
To determine the relative contributions of the changes
in extracellular volume and larger arterial dilations dur-
ing sleep to enhancing convection, we compared them
individually and together to awake-like vasodilations.
Using our particle tracking simulations, we examined
the PVS fluid movement predicted by increased extracel-
lular volume and large oscillations of CBV, to simulate
the sleep state, and compared the resulting fluid move-
ment in the PVS to that during a simulated awake state.
The awake state was simulated with the default param-
eters in Table 1, and a 20% dilation of the artery with an
asymmetric waveform, once every 10 s. For the simu-
lated sleep state, the increased extracellular volume was
simulated by increasing the fluid volume fraction in the
domain representing the brain parenchyma from 0.2 to
0.3. The permeability of the ECS in the model was also
increased from 2 x 107°m? to 4 x 107'°m? to reflect
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the increased extracellular volume. The large CBV oscil-
lations observed during sleep were simulated by 40%
changes in vessel diameter [111], once every 10 s, with
the same asymmetric waveform.

Our models suggest that both the increased extracellu-
lar volume (and permeability) and the larger CBV oscilla-
tions could contribute to larger PVS fluid movement into
the ECS. Figure 5a shows the trajectories of fluid particles
for the awake case at the end of 60 s and Fig. 5b shows
the distribution of particle positions for 60 s. In con-
trast, the particle trajectories and positions during 60 s of
simulated sleep (Fig. 5d, e, respectively) show that sleep
enhances PVS fluid exchange with the SAS and the ECS.
Sleep increases the amount of fluid entering the ECS
from the PVS, and the distance of this fluid penetration
into the ECS. To examine the contributions of changes
in extracellular volume and amplitude of vasodilation to
the PVS fluid movement independently, we plotted the
fluid position at the end of 30 s of simulations, where
only one of these changes were made to the awake case
(Fig. 5d). The simulations show that increase in extracel-
lular volume (and ECS permeability) changes PVS fluid
entering the ECS, without affecting the fluid exchange

a 20% dilation, {,.=0.2 C

Fluid position (%) o
(.3
o

Fluid position at t=30s

cﬁ‘é
S
.\Qo\;\ &oﬁ

25 20% dilati
87% o dilation

w0 B Pvs w0
2 I SAS 2
0 0
0 10 20 30 40 50 60 - ECS 0 10 20 30 40 50 60
Time(s) Time(s)

Fig.5 Sleep enhances fluid penetration into brain tissue. a The fluid particle trajectories for 60 s of simulation for the awake state (20% vessel
dilation, once every 10 s with {RZf = 0.2). bThe fluid particle distribution for the awake state simulation. ¢ The PVS fluid distribution at t=30 s for

d 40%dilation, ¢,=03

40% dilation

1=}
S

Fluid position (%) €D
3 8
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between the PVS and the SAS, while the increased ampli-
tude of vasodilation enhanced PVS fluid exchange with
both SAS and ECS. If ECS permeability increased further,
there was a further increase in the directional fluid flow
from the PVS to the ECS. We varied the ECS permeabil-
ity values over a range of physiologically plausible values
(83, 103]. Specifically, the Darcy permeability k2 varied
from 5 x 1071¢ to 8 x 1071°m?, with corresponding val-
ues of hydraulic conductivity k2/ us from 5 x 1071 to
8 x 10712m?/(Pas). Additional file 1: Figure. S5 shows
that permeability is one of the most important param-
eters affecting fluid penetration into the ECS.

Our models also showed that the lower frequency arte-
riolar diameter changes that occur during sleep [111]
could also play a major role in enhancing the directional
fluid flow from the PVS to the ECS. We examined the
role of frequency of arteriolar dilations in directional
fluid flow by changing the dilation time (the time from
the start of arteriolar dilation to the return to origi-
nal size) in the asymmetric dilation waveform (Addi-
tional file 1: Fig. S6a) and using default values for all
other parameters (see Tablel). The models showed that
amount of PVS fluid exchanged with the ECS increases
almost linearly with the increase in dilation time (Addi-
tional file 1: Fig. S6b). Another way of thinking about the
effect of sleep on vasodilation patterns is that the area
under the dilation curve (area under curve for arteriolar
wall displacement with time) increases during sleep. The
effect of the area under the dilation curve on the convec-
tive fluid flow through the PVS is demonstrated by our
simulations presented in the previous sections (Figs. 3,
4), which showed that for the same peak vasodilation
amplitude, a temporally asymmetric waveform (with
nearly two times the area under displacement curve as
the symmetric waveform) can drive larger PVS fluid flow
into the ECS compared to a symmetric waveform. To
further investigate how vasodilation amplitude and area
under dilation curve affect PVS fluid flow, we performed
simulations with both asymmetric and symmetric dila-
tion waveforms of different peak amplitudes (Additional
file 1: Fig. S7). The simulations showed that for the same
dilation amplitude, the directional fluid flow is appreci-
ably affected by the waveform of the dilation (Additional
file 1: Fig. S7a, b), while for the same area under dila-
tion curve the directional fluid flow drive by arteriolar
dilations is mostly unaffected by the dilation waveform
(Additional file 1: Fig. S7c, d). Therefore, the larger area
under dilation curve observed during sleep could also
play an important role in directional fluid flow into the
ECS through the PVS.
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Discussion

Here, we simulated fluid flow in a poroelastic model of
the brain during the dilations of penetrating arterioles.
We found that temporally asymmetric vasodilation drove
directed fluid flow, with fluid flow from the PVS into the
ECS during dilation, and fluid flows from SAS into the
PVS during the return to baseline diameter. This could
explain the importance of the speedup of vasodilation
by noradrenergic stimulation [8], and how the slowing
of vasodilation with age [43] could contribute to lower
solute clearance from the brain. Moreover, given that
the brain is oversupplied with oxygen, and that the oxy-
gen changes during functional hyperemia exceed the
increased oxygen demand due to neural activity [67, 128],
it is possible that driving fluid movement through the
PVS is one of the physiological purposes of functional
hyperemia. Our poroelastic models showed that the
shape, size and frequency of vasodilation, along with the
permeability of the ECS are important factors that influ-
ence the amount of directional fluid flow from the PVS
to the ECS. Based on the results of our simulations, the
increased solute transport in the brain during sleep could
be attributed to the increased ECS volume, along the
large-amplitude, low-frequency vasodilation observed
during sleep. While the dilation of arterioles associated
with “fidgeting” motions [28, 30] and exercise [40, 41]
will help clear waste in the awake brain, it will not be as
effective as the larger dilations and porosity changes that
occur during sleep.

The Reynold’s number and the spatial average flow
velocities through the PVS in Additional file 1: Fig. S8
show that the CSF flow velocities are in the range of lami-
nar flow. The peak flow velocities in the PVS of 30 pm/s
for the awake state simulations are in the range of PVS
velocities observed by in-vivo measurements [7, 78, 86].
The peak fluid velocities in the ECS in our model are in
the order of 1 to 10 pm/s. Compared to the ECS fluid
velocities of approximately 0.01 to 0.1 um/s predicted by
previous studies [47, 50, 89], our models predict a higher
ECS fluid velocity. This difference might be because the
other models did not consider large dilations of arterioles
observed during functional hyperemia. The vasodilation
drives tissue deformation along with changes in fluid
pressures which might drive larger fluid flow in the ECS.

Several studies have suggested that heartbeat-driven
pulsations of arteries and arterioles can cause directional
fluid flow through the PVS of arterioles [7, 23, 56, 78]. It
is possible that heartbeat-driven pulsations, which have
a temporally asymmetric waveform [34, 78], can cause
directional fluid flow through the PVS of penetrating
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arterioles. However, issues concerning the choice of
boundary conditions and the computational cost of the
simulations need to be properly addressed to simulate
the fluid flow driven by heartbeat pulsations in a poroe-
lastic brain. While displacement boundary conditions are
apt for simulating functional hyperemia, which is a large
and active motion of smooth muscle cells and can occur
even in brain slices with no perfusion pressure in arteries
[31, 33, 68], it is unclear if heartbeat pulsations should be
simulated by pressure or displacement boundary condi-
tions, because pulsations are a direct result of pressure
changes in the arteriolar lumen. The small scale of the
heartbeat pulsations [7, 78, 86] also makes it hard to tease
out the effect of pressure and displacement of the arte-
rial wall. The choice of pressure/displacement boundary
conditions could result in widely different predictions in
our models, which showed that poroelastic mixtures have
very distinct flow characteristics when subjected to pres-
sure and displacement boundary conditions (Additional
file 1: Fig. S5). The boundary conditions at the end of
the SAS in the model also need to be reconsidered. The
PVS of arterioles in the cerebral cortex is connected to
the PVS of larger arteries, which include major branches
of the middle cerebral artery [7, 78, 81] that also pulsate
at heartrate. To understand fluid flow in the PVS of pen-
etrating arterioles, the model needs to include coupled
fluid chambers representing the fluid flow in the PVS of
large arteries, at the SAS. Another important concern
for accurately modeling pulsation-driven fluid flow is
the computational cost of simulations. To simulate the
frequency response of the model subject to heartbeat
pulsations, we need to achieve a state where the change
in variables from cycle to cycle is minimal. Since all our
simulations have an initial condition where all the vari-
ables are set to zero, we need to simulate several cycles of
pulsation to achieve the frequency response. In our fluid
dynamic [62] and fluid—structure interaction [61] mod-
els, the frequency response was achieved by slowly ramp-
ing up the pulsation amplitude and simulating 20 cycles
of pulsation, after which the cycle-to-cycle change in var-
iables was less than 0.1%. Simulating 20 heartbeat cycles
with our current 3D poroelastic models, which used a
direct solver with 1.3 million unknowns, would be pro-
hibitively expensive for our computational architecture.
There are several factors that can affect peristalsis-driven
fluid motion in the PVS surrounded by a poroelastic
brain tissue like the length and curvature of the artery,
the permeability of the brain tissue and the amplitude of
the dilation [90]. The large number of variables affecting
peristaltic flow suggest that a more computationally effi-
cient model than the one presented here would be better
suited to study pulsation-driven flow.
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There are several ways that the model could be
improved. The problem with the computational cost of
the model could be addressed by implementing a stabi-
lization techniques [75, 76, 85] for the incompressible
poroelastic model, which would allow the usage of first-
order interpolations for displacements and velocities,
thereby reducing the number of unknowns. A more real-
istic geometry of the PVS could be used in the model to
understand how factors like eccentricity of the PVS affect
fluid flow [107]. Diffusion equations can be added to
the model to simulate tracer infusion experiments more
faithfully by including the physics of diffusion and altered
mobility of solutes in porous fluid spaces [105]. Reduced-
order models of the geometry simulated in this study
could be used to simulate larger regions of the cortex to
better understand the factors influencing large variations
in CSF flow observed during exercise [49] and sleep [35,
122].

Our results could shed a new light on some aspects
of the glymphatic hypothesis of solute transport in the
brain. There has been controversy whether diffusion or
convection dominates in the brain [54, 82]. Our models
suggest that directional transport of into the brain is pos-
sible, but that it requires the active dilation and constric-
tion of arteries to generate the movement. The model
might also explain the controversy over glymphatic flow,
in terms of the differences in solute transport in the
brain depending on the anesthetic state [39]. Depend-
ing on anesthetic state, there may or may not be spon-
taneous arterial dilations, and without dynamic changes
in arterial diameter, there will be much less convective
fluid flow in the brain. For example, the lower solute
transport seen under isoflurane anesthesia as compared
to ketamine/xylazine anesthesia [42] could be explained
in part by the fact that isoflurane is a strong vasodilator
which can occlude vasodilation events [64]. Our mod-
els could also explain the role of Aqp4 in driving sol-
ute transport through the PVS. Knockouts of Aqp4 and
a-Syntrophin genes could result in lower permeability
at the PVS—ECS interface [37, 48], which could contrib-
ute the slower solute transport observed in the brains of
Aqp4 and a-Syntrophin knockout mice [54, 77], although
the effect of Aqp4 on the permeability at the PVS—ECS
interfaces might be complicated and [59, 115] needs fur-
ther investigation.

In contrast to the fluid pathway from the arteriolar
PVS to the venular PVS proposed by the glymphatic
hypothesis, our model suggests a pathway of fluid cir-
culation, into the ECS through the PVS of arterioles
and out through the surface of the brain. Although the
model does not simulate the PVS of venules, the high
flow resistance of the ECS and the small size of the PVS



Kedarasetti et al. Fluids and Barriers of the CNS (2022) 19:34

of venules compared to arteriolar PVS [114] suggest that
the path of least resistance for fluid flow out of the ECS
is through the brain surface, as predicted by our models,
rather than through a long section of the ECS and then
through the PVS of venules. This pathway of fluid circula-
tion would explain why dyes injected into the CSF take
longer to clear from the PVS of venules [54], where the
fluid movement would be minimal, as veins do not dilate
in anesthetized animals [29, 46]. However, we only simu-
lated a small segment of arterioles penetrating into the
brain. The path of least flow resistance for deeper sec-
tions of the PVS might be different from what is simu-
lated in this study.

Methods

Model geometry

The geometry was created using Autodesk Inventor 2020
(San Rafael, Ca.). The two domains (see Fig. 2a), one
representing the fluid-filled spaces (SAS and PVS) and
one representing the brain parenchyma, were created as
separate parts. An assembly was created by matching the
two parts, and the assembly was exported into a stand-
ard exchange format (.step file), so that it can be accessed
by any 3D CAD and meshing software. The step files are
available on GitHub (https://github.com/kraviteja89/
poroelastic3DPVS).

For the portion representing the fluid-filled spaces,
the segment representing the PVS was created by using
the loft function between two annular sections 150 um
apart along the z-axis. The cross section represent-
ing the SAS was created at y = —100 um and extruded
to y =100 wm. The outer surface of the intersection
between the two solids was smoothened by using a fil-
let of radius 7 um. The cavity representing the arteri-
ole passing through the SAS was created by using the
sweep function on a circular face along a path including
a straight line and an arc to connect to the surface and
penetrating segments of the arteriole. The solid was split
at the yz-plane (x = 0).

For the part representing the brain tissue, a block of
size 160 pm x 200 pm x 170 wm was created by extrud-
ing a rectangular face. A cut was made by extruding a
negative volume based on the bottom face of the SAS.
Another cut was made by using the loft function on two
circles representing the outer wall of the PVS. A fillet was
made at the intersection of the two faces. The solid was
split at the yz-plane (x = 0).

Meshing

A custom tetrahedral mesh was generated for the geom-
etry using Altair Hypermesh. The mesh is shown in
Fig. 2b. A hexahedral mesh was first created for the PVS
surrounding the penetrating segment of the arteriole,
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with 4 elements along the width of the PVS, 16 elements
along the half circumference, and an element height of
3um near the surface and 6 um at 150 wum below the
surface. Two layers of hexahedral elements of width 1.5
and 2.5 pm perpendicular to the surfaces were created at
the interface between the two parts of the geometry, the
arteriolar wall in the SAS and the top surface of the dura
(z = 200 wm). The hexahedral elements were created to
control the mesh shape at the interface between the two
parts of the geometry and the boundaries where no-slip
boundary conditions were applied. These hexahedrons
were split into tetrahedrons and controlled triangular
meshes were created on the remaining surfaces of each
part. The triangular faces of the existing tetrahedrons,
along with the triangular meshes on the remining sur-
faces were used to generate a tetrahedral volume meshes.
Quality of mesh was maintained by setting a minimum
tet collapse (1.24 x ratio of distance between a node
from the opposite triangular face to the area of the face)
of 0.15. The mesh was exported into the Nastran format
(.nas), which was imported into COMSOL Multiphysics.

Model formulation

A poroelastic model [20] was used to simulate fluid flow
through the SAS, PVS and the ECS, along with the deforma-
tions of the connective and parenchymal tissue. The model
was divided into two domains, one representing the fluid-
filled PVS and SAS (Q') and the other representing the
parenchymal tissue (2?), as described in the model geometry
section. In each domain, we solve for five unknowns
ug, v, ve,vi, and p® (4 vectors and 1 scalar) representing
the solid displacement, solid velocity, fluid velocity, filtration
velocity and pore pressure respectively. The superscript,
a = 1,2 represents the domain. In both domains, an arbi-
trary Lagrangian—Eulerian (ALE) finite element formulation
of poroelasticity, based on mixture theory was implemented
to simulate an incompressible hyperelastic skeleton saturated
with an incompressible fluid. The development of the formu-
lation is explained in detail by Costanzo and Miller [20]. The
key equations of the formulation are described below.

Kinematics

The ALE formulation was written in the coordinates of the
undeformed solid skeleton (X%). The domains in the refer-
ence (undeformed solid) frame are represented by Q! and
Q2 If the deformed configuration is given by x4 (= x4(X?),
where x¢ is a smooth map describing the transformation
from the deformed state to the reference configuration),
the displacement (u#%), deformation gradient (F%) and Jaco-
bian determinant (/&) of the motion are given by Eq. (1). In
Eq. (1), V is the gradient operator with respect to the refer-
ence coordinates, I is the identity tensor, and det is the
determinant.


https://github.com/kraviteja89/poroelastic3DPVS
https://github.com/kraviteja89/poroelastic3DPVS
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uf (X§,t) + = x§ (X§) — X{ FE(XE 1) -
_axs

- 0X¢

J¢ (X%, t) = detF{.

= Vi +1, (1)

Since the equations are written in the material particle
coordinates of the solid skeleton, the relation between
solid displacement and solid velocity is given by Eq. (2).

ou? (X%t
vi(X%t) = ——= (Bts ) . (2)

At each point, the volume fraction of the solid and fluid
are given by ¢ and g“]?’, respectively and the mass densi-
ties are given by p¢ and ,oj?, respectively. The mass densi-
ties are related to the true densities (p; and pj}k) of the
solid and fluid phases by Eq. (3). The true mass density of
a component of the mixture is defined as the mass den-
sity of that component in its single-phase state. Note that
the true densities are constants for incompressible phases
and hence the superscript is omitted. Since the solid is
fully saturated by the fluid, the sum of their volume frac-
tions is unity, which is the constraint shown in Eq. (4).

o =0, pf = 0f (3)

&gt =1 (4)

As the solid deforms, the volume fractions of the
phases evolve continuously. The relation between, ¢z,
the volume fraction of the solid in the undeformed refer-
ence configuration and the actual volume fractions of the
phases are given by Eq. (5).

Ry IR,
E ja

(o= g =1 (5)

The filtration velocity vﬁt is defined as the velocity of

the fluid relative to the solid skeleton scaled by the vol-
ume fraction of the fluid, as shown in Eq. (6).

Vi =& (V}’ - v?) = <1 - ?;’) (VJ‘Z - v?) 6)

In the absence of chemical reactions, the incompressi-
bility constraint is given by the zero divergence of the vol-
ume averaged velocity, thus yielding the constraint shown
in Eq. (7), where div and grad are the divergence and
gradients with respect to the deformed coordinatesx?,
while the colon : denotes the inner product of tensors.
Using the chain rule and Eq. (6), the incompressibility
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constraint, written in terms of quantities defined in the
ALE coordinates, takes the form shown in Eq. (8), where
A1 and AT are the inverse and transpose operations
respectively on the tensorA:

0= div(;savg’ + ;“fvj‘r’) =1I: grad(;“s“v? + g“fv}’).
(7)

0=1: F?71V<V? + Vﬁt) =F T, V(V? + V;lt)'
(8)

Constitutive assumptions and momentum balance

The solid skeleton is modeled as an isotropic incompress-
ible neo-Hookean solid and the fluid flow is modeled by
incompressible Darcy-Brinkman law for flow through
porous solids. The total Cauchy stress of the mixture is
given by Eq. (9), where, 67 is the elastic contribution due
to the strain energy density (), while GJ‘Z accounts for
the Brinkman dissipation. In Eq. (10), the shear modulus
of the solid skeleton for domain a is given by u#. The
strain energy density in Eq. (10) appears similar to that of
a compressible solid, which is a valid choice of constitu-
tive model because even though the pure solid constitu-
ent is incompressible, the solid skeleton of the porous
solid can be compressed [87, 108] and it has the conveni-
ence of yielding the expression 64 = 0 in the reference
configuration. In Eq. (11) ps is the dynamic viscosity of
the fluid. It is important to note that the stresses in
Egs. (9)—(11) are defined in terms of the deformed
coordinates.

0 = —pI +of +0f. 9)
2 AW, -
a
- % (Tr[C9] — 20n/®), € (10)
=F*TFe,
T
of = wr (gradvﬁt + (gradvf“h) ) (11)

The momentum equations can be written in the ALE
coordinates based on the stresses defined in Egs. (9-11)
and the chain rule for transforming the spatial gradients.
Equations (12) and (13) are the momentum equations for
the solid and fluid components of the mixture, respec-
tively. The definitions of P{ and P are given by Egs. (14)

and (15), respectively.
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[52] showed that the no-slip condition for both extremes
at the other end, ¢! — 0and ¢! — 1) are valid when the
tangential component of filtration velocity is continuous

ave Jipf
0= (J%— 2 i f
(]S ;Rs) )Of ot +

(e —ct)

Fet (Vg v, + FTVpt

Kf a
L4 —V~Pf.

i (13)

Pe =yt (F? — F;‘*T). (14)

T
P} = s (J¢ — 8 )(VvﬂtF“ L (Vv )
(15)
Within each domain, we have five equations, Egs. (2),

(6), (8), (12), and (13), that govern the spatiotemporal
evolution of the five primary unknowns.

Interface conditions

At the interface of the mostly fluid-filled spaces i.e., the
SAS and the PVS with the brain parenchyma, there is a
sharp change (mathematically, a possible jump disconti-
nuity) in the volume fraction of the fluid (porosity) and
the composition of the solid skeleton. Therefore, there
is a sharp change in the fluid permeability and elastic

across the interface. The continuity of both tangential and
normal components of the filtration velocities implies the
continuity of filtration velocity across the interface, indi-
cated in Eq. (17):

ul =u?, vli=1v2 (16)
V}Zt = nglt‘ (17)

Equation (18) states the condition that the fotal trac-
tion force across the interface be continuous. In Eq. (18),
n' and #? are the unit outward normal to the domains Q!
and 2, respectively. Additionally, we assume that the
ratio of tractions on each phase is equal to the ratio of the
volume fractions of the phase. This assumption is stated
in Egs. (19) and (20).

(18)

211

( ;“2 I+o )n —53202112 (o n

;“s( 1I+<r +af) L

(19)

modulus which could result in a sharp change in the fluid
velocity and the distribution of traction between the solid
and fluid components at the interface. To deal with the
sharp change, the mass and traction continuity at the
interface were implemented through special boundary
conditions called jump conditions [24, 98, 99].

The solid phases in both the domains are in contact
with each other at the interface and therefore the solid
displacement and the velocity are continuous across the

(=¢pp1 +0) )u* = (=T + 0, +0f)n". (20)

Equations (18)—(20) are written in the deformed con-
figuration. The unit outward normal to Q%, n?, is related
to the unit outward normal to Q¢ (the undeformed
domain), #”%, according to the relation in Eq. (21). Using
Egs. (14), (15), and (21), the traction conditions at the
interface can then be rewritten in ALE coordinates as
shown in Egs. (22) and (23).

interface, as indicated in Eq. (17). For an incompress- n® = J9F T 79, 1)
ible fluid (fluid with constant true density), the mass S8
2 272 T 22— §R51A1 51%3 1 1p1-T 1 1)1 22
_ngF +P ]mezx ]T _]sst +P5+Pf n (22)
N

conservation for the fluid across the interface dictates _ (]2 ) 9 F2—T n P2 2 _ J2 - § S T ERop1
that the component of the filtration velocity normal to S )P f " J? mix!t
the interface should be continuous across the boundary. (23)

By considering the limiting case as ¢! — 0, Hou et al.
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Boundary conditions

For the segment of the arteriole in the SAS (z > 150 wm),
the displacement is prescribed against the direction
of the outward normal (Eq. 24). For the segment of the
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The circulation of CSF in the SAS was simulated by
applying a small pressure difference across the ends of
the SAS on the fluid component (green and blue faces
in Fig. 2a). The solid displacement and velocity in the y
directions were set to zero at the ends of the SAS.

1 -T I\ . 1 T
At y = —100, <— (]Sl — (Rs)plpg +Pf) }’ll = —<]51 — Q'Rs)popz I’ll.

(31)

arteriole (z < 150 m), the displacement is prescribed
along the radially outward direction as shown in Eq. (25)
where Ry is the nominal radius of the vessel (see Table 1).
The solid velocity on the arteriolar wall is the partial
time derivative of the prescribed displacement, shown
in Eq. (26), where ul, is the displacement prescribed by
Egs. (24) and (25). The no-slip condition is implemented
by setting the filtration velocity to zero.

On the arteriolar wall, ug = —anln! for z > 150 wm,
(24)
1 X 1 Y 1
Ug, = R—Oanl,usy = R—Oanl,usz =0 forz <150.
(25)
V1 = 8uslo (26)
s at
vl =0
i = (27)

At the bottom face of the fluid-filled domain (SAZI), the
solid displacement and velocity in the z direction were
set to zero (Eq. 28). On the fluid phase, a flow-dependent
traction (flow resistance) boundary condition was used.
The flow resistance at the bottom end of the PVS was set
to 10 times the resistance of an annular region with the
permeability of the PVS, inner radius of 7.5 um (R;) and
a width of 5.5 um (W»). In Eq. (30), L, is the height of the
PVS segment (150 um) and Q; is the flowrate through the
bottom face calculated by the integral over the bottom
face (0 @1).

Atz =0,u, =0,v, =0. (28)

_ 1
At y = 100, (—(]j - I;Iles)plFsl "y Pf)ﬁ1 —o.
(32)

Aty=—100, andy =100 ul,=0,v}, =0. (33)

sy 2Vsy T

At the top surface of the SAS, which represents the

arachnoid bounded by the dura, all the velocities and dis-
placements were set to zero.

vl =0,

N

Atz =200, ul=0, vie=0.  (34)
At x =0 and x = 80, symmetry boundary conditions
were used, where the solid displacement, velocity and fil-

tration velocity normal to the surface were set to zero.

Onafzsl, usl-ﬁl =0, vi-nl=o0, V}lt-ﬁl =0.
(35)
At all the surfaces on the domain representing the
brain tissue (SAZZ), other than the interface with the fluid-
filled domain, the normal components of displacements
and velocities were set to zero. At the plane of symmetry
(x = 0), the boundary condition is self-explanatory. The
use of the boundary condition at the side-facing surfaces
(y = —100, y = 100 and x = 80), the boundary condition
represents the assumption that the region being modeled
is surrounded by similar blocks of the brain tissue experi-
encing vasodilation. On the bottom surface, a flow resist-
ance boundary condition, similar to the one presented in
Eq. (29) was not applied, as it would set a constant trac-
tion force on the whole surface.

OnBQSZ, u52~ﬁ2=0, vt =0, v},t-ﬁzzo

1 -T AP 1 T ..
<—(]§—§RX)191FSI +Pf>n1=—(J}—;Rs)pRohmF§ .

La.va Q1
n = 10 ,Q
PRobin k ((R2 NEAVES R22> 1
_r 1 (30)
= /]slv}h . Fg n .
At

Finite element implementation

The overall initial-boundary value problem formulated
in the previous section is complex and nonlinear. To the
authors’ knowledge, there are no formal proofs avail-
able in the literature to guide us in the formulation of a
well-posed weak problem with minimum smoothness
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requirements for the various unknown fields under rea-
sonable smoothness assumptions on the problem’s data.
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We also define the companion spaces for the test func-
tions as follows.

~1

Consequently, here we make assumptions as to the func-
tional spaces that we wish to have available to make
the writing of the problem meaningful. Our numerical
results indicate that our finite element implementation
of the problem is adequate [20]. However, we wish to be
clear that we are in no position to offer rigorous proofs as
yet on the well-posedness of the problem. First, we con-
sider vector functional spaces V! and)2, along with scalar
functional spaces P! and , P? that are defined as follows.

viim {uerr(@) e (@)™},
V2= {u c LZ(QZ)BWM c LZ(QZ)SXB},

(37)

(38)

Y, = {u eV u=00n00L UdRu-ii' =00onad)! uafz}v}.

(44)

~1 N ~ ~
Vi o= {v eVLv=00n9QhUQ v -1 =Oon8§231}.

(45)

The solutions and test functions for v} and p! are taken
from V! and P}, respectively.

For Qz, the boundary is divided into two non-intersect-
ing subsets, 8?2% and 8?2%, representing the boundaries
with the symmetry and interface conditions, respectively
The solution and test functions for u2, v2, Vﬂt belong to
the same functional space (V2 in Eq. 46). The solutions
and test functions for v} and p? are taken from V2 and P?,

respectively.

V2= {u eV u :OonE)SAZSZ}. (46)
To simplify the weak form, we define the following
notation, where a = 1, 2, represents the domain and 9%

represents the boundary.

(u,w), = /A u-w, b(u,0), := /A Vu:o, (u,w)y, :=/ u-w.
Qe Qe a0

(47)

Pl {p GL2( )|Vp GLZ(Q )3}
P2 = {p c L2(§2)|Vp c LZ(QZ)B}.

Next, we define the solution spaces for us, vsl, Vht as sub-
sets of V1. The boundaries of the domam Q! are divided
into four subsets such that 852 = 8QDU 8QSU 891
8QN, where 9QL, 9QL B BQN are the surfaces where Dir-
ichlet (vessel wall and skull), symmetry (x = 0 and x = 80)
and Neumann (y = —100, y = 100 and z = 0) boundary
conditions are prescribed on the fluid phase, while BSAZ} is
the interface boundary between the two domains.

(39)

(40)

The weak form of the problem can be written as
follows:

Findul e Vl vle vl "’ﬂz € Vl}ﬂt

vieVipl e P, s,vﬂt eVivieV?

~1
P? € P, such thatVuS, v €V,

~1 ~

1 1 1 2~2
VﬂtEVﬂt,V/EV,p eP,

vﬂt € Vu,vf eVip? e P2

Vl

VL= {vs € V! vy =, 0n90h, vy - it = 00n a2l UGk, vy = v2 onasz}}.

Vﬂt

e ©= {us e VY uy =00 0Qh, us - 7' = 00n QL UIQY, us = u? onaﬂ}}.

Yl {Vﬂt € Vl,vﬂt = Vg on 8?2,13, Vi -7 =0on BSAZSI,vﬂt = vﬁt on 8@}}
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~1 8 -T w
(vs’gRslos 9t + ;‘I%SFl Vpl - (]sl - ;‘1%5) k%v}lt
s

~1 1
+b(vs,PS> =0
1

)

(48)
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for 0.5 s, to reach a steady state (the changes in filtration
velocity less than 0.01%). The simulations with vasodila-
tion were then performed with the initial conditions set
to the last timestep of the baseline model, and the out-
puts were saved for 201 time points between 0.5 and 10.5.
Second order backward difference formula (BDF), with a

8 -T "
( Vo kel + R VP = (1= k) v

8v
ot (
+b (S}h,p})l - <(/3 ~ z}g)%fzt,p ! )

(] fRS)V;lpr jlpf

((

9 ]51 *
(] ZRS)V;Zt’pf av;[ + (]sl_pj;é)

~1 T ~2
+b<vﬂt,P}>1 - (vﬂt, (/ ;RS)< 2p2” +]2pm>n >

~2 2 ~2 o 90T L S
2 Vi | b\ v, P ) —|\ v, S PES T+ ]2P n =0.
1 2 mix 3{2%

-1 -T
Fs1 (Vv})v}h + Fs1 vp! + k{ Vi

(49)
1-1 1-T Kfoa
)F (va)vﬂt +F; vp! + A vﬂt
1
~1 ~T~
( 123 g (P~ po) F! n1> ) (50)
aQ,,
~T ..
- CR V_ﬂtr (Pl _pRobin)Fsl ”1) =0
Ak,
1 (51)

=0.
aq?

(;;Js”vﬁt - UE-c) (v}z — v?))a =0, fora=1,2.

(52)
b( + vﬂt,p“F“ T) =0, fora=1,2. (53)
a
~a Ju®
(u:, s _ v?) =0, fora=1,2. (54)
ot .,

In Eq. (50), 89}\[1, 8911\[2 and BQNB are the boundaries to
Qlat y = —100, y = 100 and z = 0, respectively.

These weak form equations were converted to their
component form using Wolfram Mathematica. The
equations were implemented using the weak form PDE
module in COMSOL Multiphysics. A mixed-finite ele-
ment model was used with second order Lagrange pol-
ynomials for all variables except pressure, which used a
first order Lagrange polynomial. The initial conditions
were set to zero value for all variables. A baseline time-
dependent problem was solved, where the magnitude of
the traction on 85\211\[2 was ramped from 0 to pp in 0.1 s,
with no arteriolar dilation. The baseline problem was run

timestep of 0.0025 s was used to solve the time-depend-
ent problems.

Fluid particle tracking
For tracking the motion of fluid, we need the fluid parti-
cle velocities in the computational frame. Therefore, we
used the fluid velocities and the displacement fields cal-
culated using the finite element model and calculated the
fluid particle velocity in the computational frame. The
equation for fluid particle velocity in the computational
frame (Eq. 55) was derived in our previous publication
[62] and is valid for both domains. The fluid velocities for
both the domains were exported into a text format using
COMSOL Multiphysics for all the points on the compu-
tational grid for the 201 time points to be used for fluid
particle tracking.
Xf = F;’_l (VJ‘} — v;’) fora=1,2. (55)
A grid of equally spaced points (Fig. 3a) was created
using Altair Hypermesh. Similarly, grids and meshed
were created for the boundaries of the two domains and
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the surface representing the arteriolar wall. The grids and
meshes were converted to text format using Microsoft
Excel.

The fluid particle velocities, along with the grids and
meshes were imported into MATLAB. The data was
repeated along the time axis to calculate the fluid particle
trajectories for 60 s. The particle trajectories were calcu-
lated by interpolating the imported velocity and using a
backward Euler integration scheme.

Non-dimensional numbers

The field equations and the data set of the problem stud-
ied in this paper produce a framework with a very rich
structure. A full dimensional analysis guided by the I1
-theorem (cf. [6]), would require an extensive study of its
own. Here we discuss the nondimensional groups that we
believe are most pertinent to the presentation of our
results. Specifically, we do not discuss any wave propaga-
tion phenomena linked to the elastic response of the solid
phase. We point out that Egs. (12), (13), and (15) have the
expression J{’ — % in several of their terms. If J& — %
were equal to zero at some location in the solution’s
domain, we would have the disappearance of the fluid
phase at said location and the field equations would
change their type. The data used in our simulations never
caused such an occurrence (changes in /¢ are on the
order of 1%) and therefore we do not consider it in this
discussion. Instead, we focus on some elements of
Eq. (13) and the flow regimes that we do have in our sim-
ulations, with estimates that are generally applicable
across all of the cases we studied. Equation (13) (with the
definition of viscous stress in Eq. (15)) has features typi-
cal of the Navier—Stokes and the Darcy flow equations.
Of the various nondimensional groups that can arise
from the dimensional analysis of Eq. (13), here we focus
on the Darcy, Womersley, and Reynolds numbers. The
Darcy number Da = k;/L?, where k; is the Darcy perme-
ability and L is a relevant length scale. Physically, we view
the Darcy number describing the relative importance of

Page 20 of 24

associated range of the Darcy number is therefore of the
0.88 x 1073 to about 0.8, which we feel justifies (perhaps
with an excess of caution) the use of a Darcy-Brinkman
model rather than a mere Darcy flow model (i.e., without
the term originating from GJ‘Z), is able to adequately repre-
sent flow across said range of values. As far as the Womer-
sley number [36] is concerned it is an indicator of
the relative magnitude of inertia and viscous forces.
Again, using Eq. (13) as the backdrop, we define
the Womersley number the following manner:
Wo = pr(|[vy||/0) /[ (s /85) [yl = pfhsz e

| |Vf| |/| |Vf — v,||, where 7 is an appropriate the time scale,
and where we have used the definitions in Egs. (3)
and (6). By and large, across all our simulations and
almost independently of time and position the ratio
va| |/| |vf — vS’ | is less than 2, in fact close to 1. For sim-
plicity, and with the goal of producing a conservative
upper bound for Wo, we will therefore choose 10 as a
very generous (perhaps excessive) upper bound for ratio
’ |vf| |/| |vf — vS’ | and we will choose the largest value of
introduced earlier, namely 2 x 10712m?2. As far as 7 is
concerned, and again with the purpose of generating a
conservative upper bound for Wo, we choose 1s (cf,, e.g.,
Fig. 3), which is the time interval over which the maxi-
mum wall motion occurs. In summary, we have we find
that Wo is less than 2 x 107>, This estimate implies that
effects due to inertia are strongly dominated by viscous
effects and therefore could have possibly been neglected
in our equations. The prominence of viscous forces is also
apparent in our estimates of relevant Reynolds numbers.
We defined Reynolds numbers based on the axial flow
through the PVS at the surface of the brain (z = 150 pm),
the mid-plane of the model (z = 75 um) and at the bot-
tom of the PVS (z = 0). The spatial-average flow velocity
through the cross-section was calculated using the flow-
rate and the fluid area (Egs. 56, 57). A characteristic
length of highest PVS thickness in the model
(tpys = 8um) was used to calculate the Reynolds
numbers.

1,1 1-T- 1.1
Qz=150,750 = / Jsva - Fs 2, Az=150750 = / Js Sg,-
2=150,75,0

z=150,75,0

the terms %V.?lt and V-P}z in Eq. (13). The values of Darcy
permeability we used ranged from 2 x 107°m? to
2 x 1071?2m? depending on the position of points along
the z-axis. Among the relevant length scales, we choose
the smallest, namely the amplitude of the wall motion
(from 1.5 um up to 40% of arterial radius, < 5pum). The

(56)
VAvg,z = % (57)
PfVAvgztPVs
Re, = —————,
z s (58)
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As shown in Additional file 1: Fig. S8, the values of the
Reynolds numbers observed in our calculations confirm
that the flow is dominated by viscous forces.

As mentioned earlier in the paper, we chose Peclet
numbers to present some of our results even though
Peclet numbers do not arise from a formal dimensional
analysis of our field equations. As such, we do not view
Peclet numbers as flow indices. Rather, we view them as a
way, admittedly unconventional, to bring into the discus-
sion of our result considerations on transport driven by
a process of Fickian diffusion as opposed to a process of
Darcy-like diffusion, promoted by the pressure gradients
engendered by arterial wall motion.

Two Peclet numbers were defined to compare the con-
vective and diffusive transport driven by vasodilation. We
used non-traditional definitions for the Peclet numbers
to represent the flow of PVS fluid through the ECS. A
characteristic length of L4_y = 150 um [2, 51] was used
to represent the distance between arteriolar and venous
PVS. The diffusion coefficient of amyloid-p D,g was used
to calculate the Peclet numbers. Effectively, the Peclet
numbers defined here represent the ratio of time taken
for diffusive and convective transport of amyloid-f from
arterial to venous PVS.

We considered two possible pathways of fluid transport
from arteriolar to venous PVS. The axial Peclet number
(Pe,), was defined based on the flow through the bottom
of the PVS (z = 0), and represents pumping by arteriolar
wall movements similar to peristaltic pumping..

VAvg,z:OLA -V

Pe, =
a Daﬁ

(59)

The radial Peclet number was defined to represent fluid
penetration into the brain parenchyma and was based on
the relative velocity of the fluid with respect to the solid
in the radial direction into the ECS, in the immediate
vicinity of the PVS-ECS interface (Eq. 60). In Eq. (60), 7 is
the unit normal vector in the radially outward direction
and / is the tortuosity of the ECS.

2 o~
Vi rLa_v

Pe, =
4 Dalg//lz

(60)
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Additional file 1: Fig. S1. 2D poroelastic model demonstrates the differ-
ence between SAS and ECS fluid exchange during arteriolar dilation. Fig.
S2. Filtration velocity for temporally symmetric and asymmetric dilation.

Fig. S3. Dilation of the brain tissue in the model at the PVS-ECS interface
in the radial direction b-c and in the vertical direction e-f. The three loca-
tions where the displacement was calculated is shown in a. The blue line
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in all the subplots is the arteriolar wall dilation in the radial direction. Fig.
S4. Directional fluid flow from the PVS into the ECS driven by vasodilation
is not an artifact of the imposed pressure difference across the SAS. Fig.
S5. PVS fluid penetration into the ECS increases with increased brain fluid
permeability (ks ). Fig. S6. PVS fluid penetration into the ECS is higher

for low frequency vasodilation. Fig S7. The area under the dilation curve,
not the maximum dilation amplitude, is an indicator of directional PVS
fluid flows into the ECS. Fig S8.The spatial-average axial fluid velocity and
Reynolds number at different depths in the model for (b) 20% asymmetric
dilation with default parameters, (c) 20% asymmetric dilation with a small
(0.001 mmHg) pressure difference across the SAS, (d) 20% symmetric
dilation with default parameters and (e) 40% dilation with simulated

sleep state (increased ECS permeability and porosity). Negative values
indicate flow in the negative-z direction and into the PVS, in the direction
of blood flow. (@) shows the cross sections where the average velocity was
calculated.
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